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Abstract:

This chapter details the value and methods for content augmentation and
personalization among different media such as TV and Web. We illustrate how
metadata extraction can aid in combining different media to produce a novel
content consumption and interaction experience. We present two pilot content
augmentation applications. The first, called Mylnfo, combines automatically
segmented and summarized TV news with information extracted from Web
sources. Our news summarization and metadata extraction process employs
text summarization, anchor detection and visual key element selection.
Enhanced metadata allows matching against the wuser profile for
personalization. Our second pilot application, called InfoSip, performs person
identification and scene annotation based on actor presence. Person
identification relies on visual, audio, text analysis and talking face detection.
The InfoSip application links person identity information with filmographies
and biographies extracted from the Web, improving the TV viewing
experience by allowing users to easily query their TVs for information about
actors in the current scene.
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1. INTRODUCTION

For many years, people have enjoyed using their televisions as a primary
means for obtaining news, information and entertainment, because of the
rich viewing experience it provides. TVs offer viewers a chance to instantly
connect with people and places around the world. We call this a lean-back
approach to content consumption. More recently the Web has emerged as a
comparably rich source of content. However, unlike TV, which allows users
to select only channels, the Web offers users much more interactive access to
expanding volumes of data from PCs and laptops. We call this a lean-
forward approach to content. We explore the process and value of linking
content from these two different, yet related, media experiences. We want to
generate a lean-natural approach that combines the best of these two media
and marries it to users’ lifestyles.

At a high level we wanted to explore how cross-media information
linking and personalization generates additional value for content. We call
this research direction Content Augmentation. As an example, imagine a user
watches a movie that has characters gambling in Las Vegas. A content
augmentation application can extract the location from the movie, then, in
anticipation of the user’s inquiry, it can peruse the Web for supplemental
information such as the prices and availability of rooms in the casino
featured in the film, instructions for the game the characters play,
information on the design and history of the hotel, etc. In addition, this
application can employ a user profile, personalizing the linked content by
prioritizing the types of links a user most often explores.

To test this model, we developed a pilot system. We began by focus
group-testing several concepts, and, based on the group's reaction, designed
and implemented a personal news application (Mylnfo) and a movie
information retrieval application (InfoSip) that enhances the traditional
media experience by combining Web and TV content.

This paper details current TV experience (Section 2.1), related work in
content understanding and Web/TV information linking (Section 2.2), our
user-centered design process (Section 3.1), pilot applications (Sections 3.2
and 3.3), system overview (Section 4), multimedia annotation and
integration methods (Section 5), Web information extraction methods
(Section 6), and our personalization model (Section 7). We present our
conclusions in Section 8.
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2. AUGMENTED USER EXPERIENCE

The current TV experience grows out of a 50-year tradition of
broadcasters trying to capture a mass audience. They used both demographic
data and input from advertisers to determine which programs to play at the
various times of day. More recently, the emergence of niche-based TV
channels such as CNN (news), MTV (music), ESPN (sports), and HGTV
(home and garden) allows viewers more control over when they view the
content they desire. In addition, the arrival of electronic program guides
(EPGs) have allowed viewers to browse the program offerings by genres,
date, time, channel, title, and, in some cases, search using keywords, a big
step forward over traditional paper guides that allow access by time and
channel only.

2.1 The Current TV Navigation and Personalization

Current EPGs found in digital satellite settop boxes, cable settop boxes,
and personal video recorders from TiVo (www.tivo.com) and ReplayTV
(www.digitalnetworksna.com/replaytv/default.asp) offer users advanced
methods for finding something to watch or record. These systems generally
hold one to two weeks’ worth of TV data, including program titles,
synopses, genres, actors, producers, directors, times of broadcast, and
channels. Viewers can use EPGs to browse listings by time, channel, genre,
or program title. In addition, viewers can search for specific titles, actors,
directors, etc. Finally, the TiVo system offers a recommender that lists
highly rated programs and automatically records these programs when space
is available on its hard disk.

Although TiVo is currently the only commercial product with a
recommender, much personalization research has been done in this area. Das
and Horst developed the TV Advisor, where users enter their explicit
preferences in order to produce a list of recommendations (Das et al. 1998).
Cotter and Smyth's PTV uses a mixture of case-based reasoning and
collaborative filtering to learn users' preferences in order to generate
recommendations (Cotter et al. 2000). Ardissono et al. created the
Personalized EPG that employs an agent-based system designed for settop
box operation (Ardissono et al. 2001). Three user modeling modules
collaborate in preparing the final recommendations: Explicit Preferences
Expert, Stereotypical Expert, and Dynamic Expert. And Zimmerman et al.
developed a recommender that uses a neural network to combine results
from both an explicit and an implicit recommender (Zimmerman et al. This
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Volume). What all these recommenders have in common is that they only
examine program-level metadata. They do not have any detailed
understanding of the program, and cannot help users find interesting
segments within a TV program.

There has been also research in personalization related to adaptive
hypermedia systems (Brusilovsky, 2003). These systems build a model of
the goals, preferences and knowledge of each individual user, and use this
model throughout the interaction with the user, in order to adapt to the needs
of that user.

The Video Scout project we previously developed offers an early view of
personalization at a subprogram level (Jasinschi et al. 2001, Zimmerman et
al. 2001). Video Scout offers users two methods for personalizing the TV
experience. First, Scout can display TV show segments (Figure 5-1). For
example, it segments talk shows into host/guest segments, displays musical
performances and individual jokes. Second, Scout offers a user interface
element called “TV magnets” (Figure 5-2). If users specify financial news
topics and celebrity names, then Scout watches TV and stores matching
segments, monitoring the contents of talk shows for celebrity clips and
searching the contents of financial news programs for financial news stories.
Subprogram level access to TV programs improves the TV experience by
allowing users more control over the content they watch.

2 Late Show Thursday, April 20, 2000

Figure 5-1. Talk show segmented into host and guest segments.
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13 Wall Street Week Saturday, March 11, 2000

magnets

hashre

britizh telecom

Figure 5-2. Financial news magnet screen with four stored clips from two TV shows.

2.2 Related Work in Content Analysis and Enhanced TV

Recently, there has been increasing interest in hyperlinking video with
supplemental information. Examples include Microsoft and CBS’s
interactive TV (Microsoft 1997), ABC’s enhanced TV (ABC 2003), the
HyperSoap project at the MIT Media Lab (Dakss), and Jiang and
Elmagarmed’s work on their Logical Hypervideo Data Model (Jiang et al.
1998).

In 1997 at the National Association of Broadcaster’s Expo, we saw
Microsoft demonstrate their Enhanced TV concept. This concept allowed
users to see Internet data associated with a TV program while watching the
program. The Internet content appeared on the side and bottom of the TV
screen while the TV show played. Since then Microsoft has been working
with broadcasters such as CBS to deliver interactive TV versions of the
Grammy Awards, NCAA Basketball, and even TV dramas like CSI
(Microsoft 2000). The current implementation works only for users with
WebTV plus service or with a Microsoft UltimateTV settop box.

ABC’s enhanced TV broadcasts allow users to view supplemental
information such as player statistics for football games, answer questions for
game shows, and answer polling questions for talk and news shows (ABC
2003). The interaction takes place on a computer displaying synchronized
Webcast data that corresponds to events on the TV show. The current
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implementation can make it difficult for users, as their attention is needed on
two screens simultaneously. In addition, the lean forward model of computer
use is not completely appropriate for the more lean back task of watching
TV.

Both the Microsoft/CBS and the ABC products combine Internet content
with TV shows. However, neither allows users much freedom to explore.
The Internet content is packaged and sent to users by the same people who
created the TV program. Also, neither product personalizes either the TV
show or the Internet content for individual users.

Another concept called “HyperSoap” (Dakss et al.) allows TV viewers
using a special remote control to point at clothing, props and other
furnishings on a soap opera in order to learn how they can be purchased. The
research group studied how people interact with hyperlinked video and
employed this information in developing different modes of interaction. The
design of the system matches current TV viewing in that it allows users to
interact with a remote control. However, one clear challenge for this model
is how to deal with objects that jump around on the screen as the story jumps
from cut to cut.

Jiang and Elmagarmed have introduced a novel video data model called
“Logical Hypervideo Data Model” (Jiang et al. 1998). The model is capable
of representing multilevel video abstractions with video entities that users
are interested in (defined as hot objects) and their semantic associations with
other logical video abstractions, including hot objects themselves. The
semantic associations are modeled as video hyperlinks and video data with
such property are called hypervideo. Video hyperlinks provide a flexible and
effective way of browsing video data. However, in this system, all the
associations are derived manually. Users communicate with the system using
a query language. This method of interaction allows them to explore
information, but conflicts with the lean back model of TV viewing.

Broadcast news analysis and retrieval for various purposes has also been
an active area of research for a number of years. We created an initial
“Personal News Retrieval System” in 1996 to test the feasibility of video
broadcast filtering in the news domain (Elenbaas et al. 1999). The news
broadcasts from different channels were semi-automatically indexed on a
server. A client application invoked from a Web browser allows users to
search individual stories. Searching is based on anchorperson, broadcaster,
category, location, top-stories and keywords. [

Merlino et al. developed the “Broadcast News Editor /Navigator”
(BNE/BNN) (Merlino et al. 1997). They rely on the format of the broadcast
to be broken down into series of states, such as start of broadcast,
advertising, new story, and end of broadcast. They use multi-source cues
such as text cues ("back to you in New York"), audio silence to find
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commercials, and visual cues such as black frame and single and double
booth anchor recognition. L1

Hanjalic and his colleagues describe a semi-automatic news analysis
method based on pre-selection of categories (Hanjalic et al 1999). They find
anchorperson shots, using a template for matching the shots by matching
individual frames. Also, they incorporated a simple word-spotting algorithm
to form reports and use this for topic specification. Other systems have been
reported in the literature dealing with the news retrieval (Ahanger et al.
1997, Brown et al. 1995, Chen et al. 1997, Maybury 2000). In addition, there
is very recent research that performs automated segmentation of news and
user modeling to generate personalcasts (Maybury et al., this volume). []

Broadcast TV companies have also tried to come up with Internet
versions of their content. For example, CNN has a limited number of current
stories and an archive of old ones available in Real-video or MPEG-4
(netshow) format. (See http://www.cnn.com/videoselect/ for more details.) [1

The difference between our applications Mylnfo and InfoSip and the
cited systems is threefold: (i) our applications integrate both Web and TV
content, as opposed limiting users to a single source, (ii) our interface
employs a TV-like interaction, and (iii) Mylnfo performs extensive
prioritization and personalization based on detailed user preferences.

3. PILOT APPLICATIONS

In order to explore and demonstrate the usefulness of content
augmentation, we applied a selective process of filtering initial ideas and
concepts. In this section, we present our process and the pilot applications.

Mylnfo and InfoSip are both designed to enhance the features of a
Personal Video Recorder (PVR) such as a TiVo, ReplayTV, or UltimateTV.
These hard disk-based settop boxes currently allow users to easily store large
numbers of shows. The segmented news stories, movies and supplemental
information from the Web will all be stored on a PVR for access by users
using a traditional remote control that has a few additional buttons. These
applications are not currently intended to work with live broadcasts.

3.1 The Design Process

We began by conducting a brainstorming session that included engineers
and designers with experience in video processing, Web information



8 Chapter 5

retrieval, and Web and interactive TV design. We produced twenty concepts

that coalesced into the following themes:

— Connect: Connect users with each other, with their community; with the
live world.

— Explore: Support users’ ability to move deeper into a specific topic.
Allow users to specify the level of detail they require.

— Anticipate: Extract, classify, and summarize information before users
request it.

— Summarize: Reduce overwhelming amounts of content (especially
redundant content) into appropriate chunks based on user context.

After concept generation, we conducted two focus group sessions. Our
focus group consisted of four men and four women living in the suburbs near
New York City. They came from different educational, ethnic, and socio-
economic backgrounds; however, they all enjoyed watching TV and all had
access to and experience with using the Web.

Our first session focused on evaluating and prioritizing the different
concepts. In addition, participants shared their current strategies,
preferences, and gripes for watching TV and collecting information from the
Web. The following two concepts received particularly high ratings from
participants:

1. Personal News: the application supplements TV news stories with richer
detail obtained from the Web.

2. Actor Info: the application displays Web links for actors in the movie
currently being viewed.

Our second focus group employed the same participants, and used a
participatory design approach to better define the pilot applications. In
exploring the personal news concept, participants revealed that they
currently sought out news using a niche surfing technique. When they
wanted to know something like the price of a stock, the outcome of a
sporting event or the weather, they would tune their TVs to an appropriate
channel such as ESPN (sports), MSNBC (finance), or the Weather Channel
and then wait for the information to appear. They generally did not use the
Web for this sort of high-level news because it required them to abandon
household tasks such as making breakfast or folding laundry in order to go
upstairs and boot a computer. They desired a system that offered faster
access to personal news around the themes of sports, finance, traffic,
weather, local events, and headlines. They wanted access to the freshest
information for these content zones from any TV in their home.

In exploring the Actor Info application, participants really liked the idea
of viewing supplemental information for a movie, but they did not want to
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be interrupted. Instead they wanted to be able to easily ask questions such as:
Who’s that actor? What’s that song? Where are they? What kind of shoes are
those? etc. They wanted the answers to these questions to appear
immediately on the screen in an overlay. This way, they could get the
information they wanted without interruption. They did not want links to
Web sites. Instead, they wanted much more digested and summarized
information. For more detail on the design process, please see (Zimmerman
et al., this volume).

3.2 MyInfo

Users access the MylInfo application via a remote control. They can select
any of the six content zones identified by the focus group in order to see
personal Web extracted data and the latest TV stories that match this zone.
In addition, users can press a button labeled ‘Mylnfo’ in order to see a
personalized TV news broadcast that displays TV news and Web extracted
data from all of the content zones.

p: 33F
High: 48F i
Low: 34F 7 ~
Wind: NNW at 4 mph 1 WEATHER

Humid: 95% partly sunny I 7 femp:
Wod! 5 3 High:

Low:

partly.cloudy partly.cloudy
47F 33F
22F 20F

WEATHER

Runtime: 04:13

Figure 5-3. Weather screen with Web story highlighted.
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N F O

EBI
WANTED e o o ik st
Anas Al-Liby ARREST REEST _wanted terrorists list. .

Clip: | S =

Recorded: 8:10:15 am Duration: 00:29

Runtime: 22:27

Figure 5-4. Headlines screen with TV story highlighted.

The interface displays an expanded story on the left, and a prioritized list
of stories on the right. The top story always contains the Web-extracted
information, which matches specific request in the user profile. The Web-
extracted information includes: for weather, a four-day forecast for the
specified zip code; for sports, the latest scores and upcoming games for
specified teams; for local events, a prioritized listing by how soon the event
will happen, distance from the home, and degree of match to keywords in
profile; for traffic, delays for user-specified routes and “hot-spots™; and for
finance, current prices for stocks, change in price, and percent change for
indexes, stocks, and funds listed in the profile.

By pressing the NEXT button, users can navigate down in the list of
stories. This allows them to effectively skip stories they do not want to hear.
In addition, they can press the PLAY-ALL button in order to automatically
play all the stories in a single content zone. The interaction supports users’
lifestyles, and takes a step towards a lean-natural interface. Users can
quickly check information such as weather and traffic right before they leave
their homes. They can also play back all, or sections of, the personalized
news as a TV show, leaving themselves free to carry out tasks in their homes
such as eating, cooking, and laundry.

33 InfoSip

The InfoSip pilot application allows users to sip information about actors
in a scene while watching a movie. Users press the WHO button on the
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remote control and detailed information appears at the bottom of the screen.
Currently, our system provides an image, a biography, a filmography, and
current rumors, for all actors in the current scene (Figure 5-5). We manually
extract the image from the video, but we hope to automate this process using
our actor identification algorithms (Section 5.5). The descriptive information
is automatically extracted from the Web. This application has an advantage
over supplemental metadata supplied on DVDs, in that it is always up to
date. In the example below, Tim Robbins’ filmography details work he did
in 2002, even though the source movie, Robert Altman’s The Player, was
released in 1992.

Py _“
y Tl bt AN . .

2002 The Tru bout Charlie M Bartholomew

-
zooz Who s Alan Smithee? uncredited archive footage...

2001 Shawshank: The... Himzelf

2o001 Human Nature Nathan Bronfman

2001 AntiTrust Gary Winston

Figure 5-5. InfoSip screen.

During the collaborative design session, the participants stated that they
often saw an actor whom they recognized but could not place. They wanted
a simple method of selecting one of the actors, and seeing enough
information to help them remember where they had seen that actor before.
The decision to display all of the actors in the current scene takes a step
towards a lean-natural interface by allowing users to both sip the metadata
and view the movie simultaneously. Listing all actors in the movie would
generate too large a list to navigate and would run the risk of drawing the
user away from watching the movie. Displaying only the actors currently on
screen would often require users to scan back in the movie, because, by the
time they realized they wanted the information and grabbed the remote
control, the shot with the actor they wanted might have ended. The
filmographies have two pieces of additional information that support
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functionality that was designed but not yet implemented. Their display can
be personalized by using a viewing history to highlight movies the user has
seen the specific actor in, aiding the recognition task. In addition, when
filmographies contain movies that match movies scheduled for broadcast,
users can use this interface to select movies for recording.

34 Demonstration

We developed these applications to stimulate conversations between
stakeholders in the TV/Web content value chain, from media producers,
packagers, distributors to media consumers. The original idea was to develop
these applications as demonstrators in order to explore the target applications
for consumers. We hoped to use the applications to generate business models
and new application concepts with colleagues in the content creation,
broadcasting, and distribution domains. However, in the future, we plan to
perform a qualitative evaluation of these applications with users.

4. SYSTEM OVERVIEW

The system diagram in Figure 5-6 shows the high-level chain of content
processing and augmentation. Unannotated or partially annotated content is
delivered to the service provider (e.g. content provider, broadcaster) where
generic analysis and augmentation is performed.

Content and (optionally) metadata are delivered to the first step (Feature
Extraction and Integration) of the processing chain. At the server stage of
the augmentation, the system extracts features and summarizes the content,
generating descriptive metadata. (A more detailed description of this step is
given in Section 5.) The generated metadata, in conjunction with any
existing metadata, is then used to augment the content with additional
information from Web sources. This information is provided by using
Information Extraction from Web pages (WebIE), as described in Section 6.
The augmentation (Augmentation) that occurs at the server side is general, in
that it is not based on any personal profile. Following broadcaster
augmentation, the content with the complete metadata is formatted and
delivered to the consumer device (Formatting).



5. MEDIA AUGMENTATION AND PERSONALIZATION 13
THROUGH MULTIMEDIA PROCESSING AND INFORMATION

EXTRACTION
I_*|‘ program and metadata
server X~

Feature Extraction and
Integration

I Augmentation

I Formatting I

—~ program and metadata

client A
WebIE [web pages
Augmen-
Storage tation
User
Profile
I Interaction Engine I
User .
input Display

Figure 5-6. Content Augmentation system diagram

The remaining augmentation is performed in the client stage. Here, a
consumer device has the capability of storing content, metadata (in Storage),
and user profile (User Profile). The device also has a prioritization module
that relies on the user profile. This is used to perform a secondary
augmentation (Augmentation) with Web information (WeblIE), but this time
based solely on user preferences. The information obtained is stored together
with the content and is presented to users (Interaction Engine) as if it were a
part of the original program. One of the reasons we kept all personalization
on the client was to help insure privacy, a major concern of users in our
focus group.

There are several delivery pathways for the augmentation data,
depending on the implementation of the system and the business model.
Encoding metadata with the media is the most straightforward approach to
delivering augmentation, but alternative pathways are also possible. Web
broadcasts or subscription-based data retrieval can also offer localized or
personalized versions of the augmentation data. Finally, the principle
division in the server and client stage in Figure 5-6 is mainly to emphasize
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various aspects of the system. Implementations of the system where various
client functions are provided by the server, and, inversely, server functions
performed by the client, are possible.

S. CONTENT PROCESSING

Methods for automatic metadata extraction can be divided into coarse-
and fine-grain segmentation and abstraction. In this section, we briefly
introduce the methods used for our applications. For Mylnfo, we coarsely
segment the news broadcast into individual stories as described in Section
5.1. Next, each story is summarized by a representative textual summary and
a frame that captures the visual summary. Text summarization is described
in Section 5.2. Visual summarization is performed by detection shots of the
news anchor (as described in Section 5.3) and selection of the most
important visual key element (as described in Section 5.4.) For InfoSip, we
apply person identification using both face and voice identification, as
described in Section 5.5.

5.1 Coarse Segmentation

Our approach exploits well-known, previously reported, cues to segment
commercials and news segments from news programs (Merlino et al. 1997
and Boykin et al. 1999). We first find the commercial breaks in a particular
news program, and then we perform story segmentation within the news
portion. For stories, we use the story break markup (“>>>") in the closed
captioning. In addition, we have investigated the detection of story segment
boundaries at a macrosegment level (McGee et al. 1999, Dimitrova et al.
2003).

There is a variety of commercial detectors that perform text, audio, and
visual analysis to determine if TV programs contain commercial breaks
(Blum 1992, Bonner et al. 1982, Boykin et al. 1999, Merlino et al. 1997).
Since our domain consists of “commercial aware” programs, in which the
anchors announce that a commercial break is coming up, we were able to use
a computationally inexpensive, genre-specific, text-based commercial
detector. In part, this relies on the absence of closed captioning for 30
seconds or more, and in part, it relies on the news anchors using cue phrases
to segue to/from the commercials, such as, “coming up after the break” and
“welcome back”. We look for onset cues such as “right back”, “come back”,
“up next” and “when we return”, in conjunction with offset cues, such as
“welcome back” and the “new speaker” markup (“>>7). We tested
commercial detection on US broadcast of four financial news and four talk
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show programs totaling 360 minutes, with 33 commercials totaling 102
minutes. The financial news programs included four half hour shows of
CNN, NBC, and public television programs. The talk shows included four
one hour late night shows on the NBC and ABC TV stations. Our algorithm
detected 32 commercials totaling 104 minutes. Of these, 25 were exactly
right. Only one commercial was completely missed. We detected 4 extra
minutes spread out over seven commercials. The resulting recall and
precision are 98% and 96% respectively.

5.2 Text Summarization

Each broadcast news story has to be summarized, in order to use (i) the
abstracted data, for matching against the personal profile, and (ii) the
summary, for presentation browsing. For Mylnfo, a summary consists of a
sentence of text and a representative image (key frame), plus a
categorization (an assignment of the story to one of our six “content zones”).

The summarization process begins with collection of the closed
captioning text — the transcript of the spoken text - sent with each frame of
the story. Figure 5-7 presents one such time-stamped transcript.

5252 >>> JURORS WILL RESUME

5282 DELIBERATIONS THIS MORNING

5322 IN A TWO-DECADE-OLD MURDER CASE.
5374 NORMAN REED FACES 25 YEARS

5424 FOR THE EXECUTION STYLE MURDER
5473 OF GREENBURG BOOKMAKER,

5513 RUDY WILLIAMS.

5556 HE WAS KILLED BACK IN 1979, BUT
5602 AUTHORITIES FINALLY MADE A BREAK
5658 IN THE CASE LAST YEAR.

5707 POLICE SAY REED AND THREE OTHERS
5744 WENT TO WILLIAMS' HOME

5781 TO STEAL DRUGS AND CASH,

5826 BUT WOUND UP SHOOTING HIM

5866 AND HIS STEPSON INSTEAD.

5961 >> WHEN YOU DON'T KNOW WHO,
6011 YOU KNOW, OR YOU DON'T KNOW WHY,
6100 THEN YOU WONDER IF THIS IS

6192 NOT GONNA COME TO YOU,

6235 OR IS IT GONNA DAMAGE YOU

6274 AND DAMAGE YOUR FAMILY?

6324 SO WE'RE LIVIN' IN FEAR.

6383 >> THE DEFENSE MAINTAINS REED
6419 WAS AT THE SCENE FOR A DRUG DEAL
6459 AND TOOK OFF WHEN THE OTHERS
6505 INVOLVED STARTED SHOOTING.

Figure 5-7. Time-stamped transcript of a news story, as collected from the closed captioning.
(*>>’ indicates ‘change of speaker’.)
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While this text could be in mixed upper/lower case, just as the sentence
you are reading right now is, in practice, it is very commonly mono-case. So
recapitalization is performed: the text is put entirely in lower case, and
selected words are then capitalized, based on:

e Sentence-terminal punctuation (so the first word of the next
sentence will be capitalized)
e Lists of:
[T THirst names of people
[T THeople name “particles” (e.g., von, del, ben)
[T ITitles and honorifics (“Judge”, “Senator”, “Esquire”)
[T INames of places:
=  Geographic regions (rivers, mountains, etc)
= Political entities (cities, counties, states,
provinces, countries, etc)
= Terms used to denote streets, squares, bridges,
parks, etc
[TTAcronyms
* Simple heuristics governing capitalization of words preceding or
following words in these lists. These produce, e.g., “Brooklyn
Bridge”, rather than “Brooklyn bridge”, and “George
Washington” rather than “George washington”.

Figure 5-8 shows the result after the recapitalization step.

Jurors will resume deliberations this morning in a two-decade-old murder
case. Norman Reed faces 25 years for the execution style murder of
Greenburg bookmaker, Rudy Williams. He was killed back in 1979, but
authorities finally made a break in the case last year. Police say Reed And
three others went to Williams' home to steal drugs and cash, but wound
up shooting him and his stepson instead. >> When you don't know who,
you know, or you don't know why, then you wonder if this is not gonna
come to you, or is it gonna damage you and damage your family? So
we're livin' in fear. >> The defense maintains Reed Was at the scene for
a drug deal and took off when the others involved started shooting.

Figure 5-8. The recapitalized text

Our own algorithm was used, which was adequate for our needs, but not
perfect. The reader should note the mistaken capitalization of ‘and’ and
‘was’, because the surname ‘Reed’, being also a common first name, is in
the first names list, and a heuristic that texts always contain persons’ full
names fired. Better algorithms have been developed (Brown et al, 2002)
which first capitalizes the whole text, and then de-capitalizes those words in
a list of common English words.
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The IBM INTELLIGENT MINER FOR TEXT (“TextMiner”) document
summarizer (Boguraev et al., 2000) is then applied, to select the N sentences
in the story which summarize it best. (We use N = 1.) “Best” in this context
is a weighted metric, involving the “salience” (position) of the sentence in
the document, its length, and other factors. Usually, the first sentence of a
news story ends up being the one selected; given how news stories are
written, this sentence is normally both a comprehensive summary and a good
introduction to the story. However, sometimes a non-useful sentence occurs
first (“Hello, I'm Dan Rather.”); TextMiner often catches these cases and
makes a better selection.

For the story in Figure 5-8, the text summarization found is:

“Jurors will resume deliberations this morning in a two-decade-old
murder case.”

We also use the TextMiner document classifier. It works on the basis of
frequency of occurrence of words within the story, and similarity of such
frequency distributions to canonical examples. The classifier engine is
domain-independent; to use it, we trained it off-line with a corpus of
exemplar stories for our six “information zones”.

In the case of the story in Figure 5-8, the computed categorization is:

15.2041 headlines

12.8685 future announcements (“teasers”)

11.6219 commercials

11.4269 local news
where the numbers on the left are confidence scores, which have no metric
interpretation; simply, larger values are to be preferred to smaller values.

A third TextMiner engine, the “feature finder”, is used to extract proper
names from the story. These names could be matched against entries in the
user profile, to determine the story’s relevance for the user.

Name, person: Norman Reed 4708 25
Name, unknown: Greenburg 4820 13
Name, person: Rudy Williams 4847 42
Name, person: Reed Was 5743 15

Here, the numbers to the right of the names of persons, places, and
unknown things are the locations and durations of their occurrences in the
story (in units of characters). The number of occurrences of a given name,
and its salience in the story, could further contribute to calculation of a
story’s relevance for the user.
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The TextMiner classifier was evaluated as part of the NIST Tipster
SUMMAC text summarization evaluation of 1998 (Mani et al. 1998). It was
found to have a precision of 0.68 and a recall of 0.47.

5.3 Anchor Detection

We have an anchorperson detection module, which is an important
contributor to multi-modal segmentation, because stories often begin and/or
end with in-studio (anchorperson-present) shots, rather than during
reportage segments (shots of reporters and/or interviewees, commonly taken
"on location", or at the reporter's "desk"). This module is also important for
story summarization, since it helps in choosing representative keyframes for
the stories that do not include anchor images. This module is composed of
three main blocks:

1. Shot detection
2. Face clip finding
3. Anchorperson shot detection

5.3.1 Shot Detection

We compute the cumulative probability distribution of each of the red,
green, and blue channels from their histograms for each frame (Hampapur,
et. al., 1994). The distance between two cumulative probability distributions
is found by using the Kolmogorov-Smirnov (KS) test. First- to fourth-order
differences, and two types of tests, are used to make shot boundary detection
robust with respect to various video effects (wipes / fades / dissolves) and
flashes.

We compute KS distances between consecutive frames and between
those separated by 1, 2, and 3 frames. The first test is based on ratio
combinations of each of these distances. Each of the ratios (and/or the
distances) must be larger than predetermined thresholds. In order to prevent
false shot break detections due to flashes, we also check the KS distance of
the following frame to the previous frames before declaring the current
frame as the starting point of a new shot. Second- and third-order
differences, and different thresholds on the distances and their ratios, are
used for this. Again, the ratios (and/or the distances) must be larger than
thresholds. For example let D(n, n-2) denote the KS distance between frames
n and n-2. If

D, n-2) / D(n-2, n-3) >= thrl and

D(n, n-3) / D(n-3, n-4) >=thr2 and

D(n, n-3) > thr3 and D(n, n-2) > thr4,
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one of the two acceptable conditions is satisfied and the same test is applied
for the following frame (by replacing n with n+1) before declaring the
current frame (frame #) as the beginning of a shot. The same threshold
values are used for all videos.

5.3.2 Face Clip Finding

We process the video sequence to find video clips containing faces. For
each clip, the following information is saved: the frame numbers of the first
and last frames of the clip, and the coordinates of the bounding rectangle of
the largest face in view, in each frame in the clip. These clips are, in general,
subsets of the shots found in step 5.3.1. In cases where the clip spans two
shots; it is broken into two clips, at the shot boundary. Where multiple video
clips containing faces occur within a single shot, they are merged. We use a
face detection algorithm which is based on flesh tone-finding followed by
high chroma detection and horizontal texture detection (Connell 2002).

5.3.3 Anchorperson Shot Detection

The next step is matching the face in one clip with those in others. For
each face clip, the largest face (as determined by its rectangular bounding
box) is used. To make the matching more robust with respect to head
motions, especially roll (rotation in the image plane), we expand the original
bounding box so that it is twice as large in both width and height, in order to
include the hair region of the head and some of the shoulder region, also.
Thus, more color information is incorporated, in addition to just flesh tone.
The enlarged rectangle is then divided into 6 regions: one for each side of
the head, one for the original face box and the hair on the top, and three for
the shoulder and neck region. See Figure 5-9.

For each frame, the cumulative distributions of the red, green, and blue
channels are calculated for each of the six regions; these are then averaged
over all the frames of the clip. This gives us a representative distribution for
that clip. Although this is quite a slow process, non-real time performance
can be tolerated in the MyInfo application.

To find the canonical anchorperson clip, we look for one clip whose
representative distribution is very similar to those of a large percentage of
the other clips. We compute the pairwise KS distance between the
representative distributions of each pair of clips, and, if the distance is less
than a threshold, we consider them to be different image sequences of the
same person and background. As this calculation is of order n* in the number
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of clips, we employ an early-termination scheme to ignore some of the clips.
First we start with the representative distribution of a clip and find the KS
distance of this distribution to those of the other clips. If we find that m% of
the clips have distances that are less than a threshold ¢, we group them
together, and sort the list in ascending order according to their distances to
the distribution we have started with. We call this group the initial list, and
then we start pruning this group. We take the first clip we started with and
the one which is at the top of the initial list, and put them in a new group
called the anchor shots list which will be the pruned version of the initial
list. To start pruning, we take the first distribution in the initial list and find
the KS distances of the others in the list to it. We keep the ones whose
distances are less than ¢ in the initial list and remove the others and again
sort the list. We then put the first element of this list in the anchor shots list
and repeat the process. This way we make sure that every clip in the anchor
shots list will be within distance ¢ of each other.

i ActiveMovie Window

,.,;5,- oy 64/42

Showers

HeadlineNews

Figure 5-9. Face, with original (inside box) an expanded and partitioned (outside box)
bounding box.

In our experiments, the percentage threshold m was 25-35%. In its
current state, the algorithm can only deal with clips in which there is one
anchorperson, but it can be extended to work on other more general cases
also.

We performed some experiments on four news segments to test the
performance of the algorithm (see Table 5-1). The algorithm was tested on
56,500 frames of news videos from CNN and local news channel in
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Westchester, NY. In this data set, there were 26 true anchor shots. (Note that
in the test data, there are some shots in which more than one anchorperson
appears. As the current version only works for single anchorperson in a shot,
the shots with multiple anchorpersons have not been counted in the true
anchor shots.) The algorithm found one false positive and five false
negatives. The percentage of anchor shots whose starting frame was detected
correctly by the shot detection algorithm was 96.15%. If some special effect
is used for transition from one shot to another, detection of beginning of the
new shot is delayed. In all these experiments, the same KS distance

threshold was used.
Table 5-1 Results from anchor detection.

Number | Number | Number | Number | Number | Accuracy

of of of true of false of false | of the shot

detected | detected | anchor | positives | negatives | beginning
shots face shots points

clips
CNN1 [E ] 11l 7 0 1 100%
CNN2 102 68 7 0 2 100%
Chi2_1 201 63 5 1 1 100%
Ch12 2 132 99 7 0 1 85.7%
5.4 Summary Image Selection

In order to find a representative visual key element, we find a
representative keyframe for each news story. This image has to be the most
representative frame from the story. Figure 5.10 shows an example of the
summarization process for a news story. At the top, a film strip consisting of
8 families of video frames is presented, showing the length of each family
along with its cumulatively averaged histogram. For finding important
segments, we use the uniformly colored segments generated by family
histogram clustering; the frames are weighted by the duration of the family
they belong to. We use Family Histograms (Dimitrova et al., 1999) to find
uniformly colored video clips. These correspond to shots, or parts of shots.
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Figure 5-10. Representative Image Selection

For each feature, we find a value between zero and one that gives the
“desirability” of that feature. The figure shows the various visual features
that are extracted for summary image selection. For the family histograms,
the importance of a frame is derived by the duration of the family it belongs
to and divided by the longest family in the news story. The bottom curve
shows the importance based on family histograms. The second curve shows
the anchor vs. reportage class. The news story initially starts with the anchor,
goes on to reportage and ends with the anchor. Each story is usually
composed of an anchor shot followed by reportage shot(s). The anchor shots
are similar for all stories, so they do not provide any value in representing
the story. In order to select an image from only the reportage, an
anchorperson detector is used (see Section 5.3.3). In this curve, the value of
anchor is 0.1 and that of reportage segment is 1. The third curve from bottom
shows presence or absence of faces. The value of this feature is 0 if no faces
are present, and 1 if one or more faces are detected. The next curve gives the
text importance in the video. This is derived by the number of lines of text in
the frame divided by the maximum number of lines in the news program.
Presence of both faces and text is desirable in the selected image. The next
curve in the graph shows presence of graphic vs. natural scene video.
Graphic information relates to shots that contain graphs, slides, and other
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computer-generated screens. We include a graphic image if available. The
second curve from top gives the indoor vs. outdoor information. For news
programs, we feel that outdoor shots are more important for news stories
than indoor shots. We use the indoor/outdoor detector developed by
Naphade et al. (2002). In the above curves, the value is 1 for graphic and
outdoors and O for natural and indoor frames. We select a frame that is
deemed to be the most “interesting' by the algorithm that considers all the
above attributes. An importance score is computed for each frame as
following:

FrameScore = AR * (Z; WlFl)

Where AR is 1 for reportage segment and 0.1 for anchor segment. The
Wi is the weight given to each of the features Fi: F, is Face, F, is videotext,
F, is anchor or reportage, F, is graphics or no graphics, F, is outdoors or
indoor, and F, is weight of family histogram. The top curve in Figure 5-10
gives an importance score based on all the input features for each frame. For
our system, presently we use equal weights for all the features. A frame from
family #3 is selected as the most representative for the story.

We performed an empirical benchmarking of our method in the following
way. We found two representative images, one using our image selection
algorithm, and another image using the “middle image pick method” as
taking the image occurring at the middle of the story. We watched the news
story and determined which image summarized the news best. Based on this
viewing, we decided the “desirability” of the image selected on a scale of 1
to 5. On this scale, if the image selected was the one that we felt summarized
the news story the best, we gave it a 5; in the other extreme where the image
was not desirable at all, we gave it a rating of 1.

Based on this system, we analyzed a total of one hour of news stories
consisting of half-hour each of CNN Headline News and Channel 12 news
(local news channel). A total of 33 news stories were selected to be
presented to the user for evaluation. The Table 5-2 shows the number of
votes for the ratings of the middle image pick and summary image selection
algorithms. Overall, the algorithm does better than the mid method. The
average rating of the image selected by the algorithm is 4.27, vs. 3.87 using
the mid method. Also, the standard deviation of the algorithm is only 0.87,
compared to 1.17 of the mid method, which means that the algorithm
consistently gives better images.
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Table 5-2 Results of the middle image vs image selection method.

Rating Mid Method Algorithm
votes result
5 14 16
4 5 12
3 12 3
2 0 2
1 2 0
Average 3.87 4.27
Std Dev 1.17 0.87
55 Person Identification

A rich “frequently asked question”-answering application relies on
manual annotation or automatic detectors. For example, to answer the “who
is this person?” question in a movie, documentary or home video, we need to
know which people are present in each scene. The major challenge is to
robustly identify persons from different views, distances, lighting conditions,
in the presence of various background noise conditions. We used automatic
face and voice identification methods for this task (Li et al. 2001).

A person identification approach is constructed, based on the joint use of
visual and audio information. First, in the analysis phase, we perform visual
analysis for detection, tracking and recognition of faces in video. Face
trajectories are first extracted and the Eigenface method is used to label each
face trajectory as one of the known persons in the database. Due to the
limitation of existing face recognition techniques and the complex
environmental factors in our experimental data, the visual recognition
accuracy is not high. Next we employ audio segmentation and classification
to find the speech segments. Film often has music background or
environmental noise in the soundtrack, and this factor makes the audio
identification a challenging process. Speaker identification using Gaussian
Mixture Models is applied to the speech segments. Both audio and visual
analysis have their advantages under different circumstances, and we studied
how to exploit the interaction between them for improved performance.

In the fusion phase, two strategies have been employed (Li et al., 2001).
In the first strategy, the audio-verify-visual(AVV) fusion strategy, speaker
identification is used to verify the face recognition result. The second
strategy, the visual-aid-audio fusion (VAA) strategy, consists of using face
recognition and tracking to supplement speaker identification results. In our
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testing we used a database, which consisted of 100 video clips (dialog, non-
dialog, and silent clips) from the sitcom “Seinfeld.” In the experiment,
speaker identification gave recall of 54.6%, and precision of 76.9%, while
the face recognition gave recall of 15%, and precision of 35%. The AVV
strategy yielded 12% recall, and 92.9% precision, while the VAA strategy
yielded 62.9% recall and 82.4%. precision. We see that AVV has a slightly
lower recall than the face recognition and best precision which is good for
surveillance type of applications. VAA generates the best overall
identification performance and is suitable to TV content analysis
applications such as InfoSip.

In addition, we use textual information extracted from closed caption or
video caption. We have a name spotting process that extracts role names that
appear in each video scene, and assigns a score for each detected role name
according, to the frequency of its own appearance as well as that of those
that closely relate to it. These scores, together with our audiovisual detection
results, are used in a final voting process to decide which role(s) appear in
the scene. The integration is based upon the belief values of different
candidates, using a single layer Bayesian network. The ones with highest
integration belief will then be justified as top characters appearing in the
scene.

For narrative content where there is more than one talking face on the
screen each time, and sometimes non-related voice over, we need to use a
talking head detection process, which automatically detects the face(s) on the
screen that has corresponding speech in the synchronized soundtrack. Such
information can then be used in the fusion process to integrate the speaker
identification results with the corresponding face trajectory. A cross-modal
association method called Cross-modal Factor Analysis (CFA) is proposed
and used for our talking head detection (Li et al., 2003). CFA achieves
91.1% detection precision in our experiments, while our two other
implementations based on Latent Semantic Indexing (LSI) and Canonical
Correlation Analysis (CCA) achieve 66.1% and 73.9% detection precision
respectively using the same set of testing data.

6. WEB INFORMATION EXTRACTION

Unlike in-depth Natural Language Processing, Information Extraction
(IE) “skims” the input text, finds relevant sections and then focuses only on
those sections in the subsequent processing in order to find targeted
information (Cardie 1997). In other words, IE systems (1) take as input a
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document that contains unrestricted text, (2) find useful information about
the domain from the analyzed text, and (3) encode the information in a
structured form (e.g. suitable for populating databases). We will refer to IE
in the context where the input is a Web document as Web Information
Extraction (WeblE). An introduction to IE, WeblE, and additional references
are given in (Janevski, 2000).

Our system implements a framework in which instantiations of modules
called /E rules can be plugged in and executed for each acquired document.
We developed two collections of rules: tag-based and content-based. Tag-
based rules utilize the encoding of the documents (tags), while content-based
rules apply natural language processing techniques over the text and operate
at various levels starting from keyword matching to in-depth syntax analysis.
We will refer to [E rule instantiations as /E tasks.

6.1 Laser WeblE

We distinguish two types of WeblE — Diffusion and Laser. In Diffusion
WeblE, tasks require broad search over a large number of sites and time is
not critical. A Laser WeblE system extracts and formats information from a
well-defined set of Web sources. Our content augmentation system executes
instantiations of Laser WeblE rules that retrieve information on news
headlines, weather, traffic, sports games and scores, stock quotes, and movie
cast information. Furthermore, most IE tasks are customized for every
instantiation. Specifically, the weather information is tied to the user’s zip
code; traffic information is dependent on the user’s route to work; sports and
stock depend on user’s personal preferences; movie cast information
depends on the cast member currently present in the scene. We will use the
segment of the user personal profile in Table 5- 3 to illustrate the WeblE
tasks in this section.

Table 5- 3. Part of user profile - a sample

Zip code 10510
Traffic hotspots E&rlicc?;elc Pkwy; Bear Mountain Bridge; Route 100; Tappan Zee

Stock symbols PHG; IBM
Favorite Actors | Bening, Annette; Spacey, Kevin; Redford, Robert

6.2 Document acquisition and IE rules

Once WebIE task(s) are instantiated, the results must be delivered
quickly while the video context is still active. Even with high-speed access
to the Web, it could take considerable time to retrieve, process, and present
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information to the user. For this purpose, the source URLs are given in
advance and WebIE tasks directly acquire the Web pages, thus avoiding a
search through numerous pages. To bootstrap the augmentation, a list of
predefined URLs for each of the queries is embedded in the system. Since
content augmentation is likely to be delivered as a service, content creators
and/or distributors can encode these pointers with the content, or have them
delivered to the system ahead of the broadcast delivery of the content (or
during delivery). Moreover, in a scenario where all content processing is
performed locally, “generic” URLs (pointers) would provide enhancements
for various WeblE tasks. The URL for the information source is given
partially, and is then customized based on the WeblIE task arguments and the
information from the personal profile. An example local weather URL is
given in Table 5- 4a) where at least part of the URL (in bold) is dynamically
generated. Another example is extraction of actor information in Table 5-
4b) using the generic URL and customizing it with the actor name Robert
Redford (in bold).

Table 5- 4. WebIE: weather and actor information extraction - a sample

2) http://weather.com/weather/local/<zipcode>
http://www.weather.com/weather/local/10510

http://www.imdb.com/Name?<last>,+<first>
http://www.imdb.com/Name?Redford,+Robert

b)

For the design of Laser WeblE tasks, we assumed a relatively static
content presentation style since Web site structures remain stable for a
period of time. The IE tasks take advantage of this and use identifiable
references specific to the information source. However, the number and the
uniqueness of each source of information argues against the desire to build
as few WeblE rules that can instantiate as many tasks as possible. All IE
rules are built on the same principle, and use a similar set of parameters to
identify an IE rule. First, the boundaries of a segment are specified. Second,
the boundaries of the extracted information are given. And, third, the format
of the output data is defined. The segments and the extracted information can
be defined through HTML tags or specific contents such as keywords,
numbers, dates, and other data types. In addition, IE rules can take advantage
of the segment structure (e.g. tabular information representation), and use it
to identify a segment and/or the information that needs to be extracted.

In Table 5- 5, we show two IE task examples with the corresponding
URLs, the segments and the extracted information. The Stocks task will
acquire a document from a URL that contains the stock quote for Philips
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(PHG) — the customized part is given in bold. Then, the segment is isolated,
based on specific HTML tags also given in bold. Finally, the task extracts
texts from two such regions shown in gray background. The extracted texts
contain the current stock price, the absolute and the relative change in value.
The execution of Headlines, also shown in Table 5- 5, will access a URL
customized with the fragment in bold — the number 11 stands for
Westchester County. The segment is isolated based on two keyword phrases
provided in the task definition. The result is extracted between the two
characteristic HTML tags. “White House press briefings”, one of the
extracted headlines, is shown on a gray background. For each extracted
headline the task will also return the URL of the document that contains the
complete story — all segment tasks look for links within the extracted region,
and if one is found, the URL is returned with the result.

Table 5- 5. Information extraction from stocks and headlines —a sample.

URL http://gs.money.cnn.com/apps/stockquote?symbols=phg
Stocks Segment <td ... class="stockheader">31.13</td><td ...>
Extracted text | {<td ...>BIMl8</td>, <td ...><img ...>000 ) 1208%</td>} |
URL http://www.news12.com/CDA/0,2033,11,00.html
Segment What You Need To Know ... White House press briefings ...
Headlines National & International News
Extracted text | <a href="/CDA/.... 00.htmI">SVRile HOUSE press DHeHngs</o> |
Extracted URL |/CDA/Articles/View/0,2049,11-11-22511-258,00.htm]

While all WebIE task examples show Web pages written in English, in
general, the WeblE rules and tasks are easily portable to other languages.
For rules and tasks that are based on keywords and property of the page
content, porting to another language is straightforward. In the cases where
in-depth syntax analysis is performed to extract information, a larger effort
would be required to integrate corresponding language processing tools,
such as syntax parsers, with the system. The applicability of the system
described depends heavily on the robustness and performance of the
information extraction components. Once defined, Laser WebIE tasks are
very accurate, as long as the structure of the source Web page(s) remains
unchanged. In our tests, we ran a combination of about fifteen WeblE tasks
daily for thirty days and obtained 100% accurate extracted information.
Laser WeblE tasks have such high accuracy and robustness because they
were defined for specific type of target Web pages. The properties of the
WeblE tasks depend highly on the content delivery business model.
Narrowly defined Laser WebIE tasks are suitable for a setup where a
dedicated service maintains the annotation and augmentation.
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7. PERSONALIZATION

Personalization provides one of the greatest benefits and one of the
greatest risks to content augmentation applications. During our focus group
sessions, participants constantly stressed their desire for personalized and
easy to use information, along with a need to feel in control. However, they
were very wary of any system that made them feel watched. They were all
quite uncomfortable with the idea of broadcasters and advertisers gaining
access to their detailed information about their media consumption habits,
patterns and preferences. Our approach to the personalization challenge was
to use our focus group to help identify areas of greatest benefit, and then to
balance this with technological capabilities and privacy protection. Based on
these requirements we designed the MyInfo application to personalize news
in two ways. For the Web data, the system parses and extracts information
from Web sites according to requests in the user profile. For TV news
stories, the application prioritizes individual stories based on time of
broadcast (freshness of this news), topics of interest listed in the user profile,
and cues broadcasters use to indicate a story’s importance.

7.1 Personalizing Web Data

In discussions with our focus group, participants stressed that they did
not want to spend a lot of time configuring their system in order to get
personalized information. They claimed that difficulty in setup (or perceived
difficulties) as well as the requirement to share personal information kept
them from using current Web news personalization systems like myYahoo
(www.myyahoo.com). Therefore our system places all of the personalization
in the client device (settop box in the home) and focuses on providing
maximum, targeted information with minimal input. We present screen shots
of expanded Web stories for financial news, traffic, local events, and sports
in Figure 5-11.

The weather information and sports allow minimal interaction by using
the zip code data users enter into their settop boxes while configuring their
channel lineups. MyInfo automatically extracts the weather information for
this zip and extracts the latest sports scores and upcoming games for local
teams. If users desire, they can edit their profile and request weather for a
different zip and select other sports teams to track.

Financial news and traffic require more input from the user, but the
resulting feedback makes the effort worthwhile. For traffic, the profile
contains a set destinations and a set of “hot spots”. Destinations include
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towns or prominent structures such as malls, stadiums, airports, etc. Hot
spots include points of constriction like bridges and tunnels, which
notoriously have traffic delays. Once selected, the system extracts Web
traffic information on the specific hot spots and on the major roads between
the users home and the selected destinations. For financial news, the profile
must contain a list of the stocks, mutual funds, and financial indexes the user
wishes to track. The system then displays a listing of the item, its current
price, change in price, and percent change.

For local events the profile contains a set of keywords describing events
users like most such as “music, jazz, fairs, plays, theatre...”. The system
displays a prioritized listing of these events based on how soon they will take
place, their distance from the user’s home, and the match to the keywords.
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UPCOMING

Wed. Phoenix 8:00p -
Sat. Philadelphia 1:00p FOX PITT
Sun. Washington 7:00p FOX PITT

Saturday, March 23

- "It's Friends Frasier and Seinfeld rolled into
one," declares City Guide Magazine. "The war
between men and women to giggle over!"
reports the New York Times. " Catch this

LOCAL EVENTS

Runtime: 04:08

SPORTS

Runtime: 02:36

Figure 5-11. Expanded Web stories for financial news, traffic, local events, and sports. These
panels display on the left-hand side of the MyInfo application. For a view of a whole screen,
see Figure 5-3.

The personalized Web information improves the traditional TV news
experience in two ways. First, it reduces the amount of time required to
retrieve this information from either a traditional TV or Web site. For
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example, if users just want to know the current temperature or a stock price,
the information is a single button push away. They don’t even have to wait
for the news anchor to tell them and they don’t have to type in a URL and
then enter their zip code. Second, the Web-extracted data adds
personalization to the TV experience. For the first time, the TV can
immediately provide users with specified information on demand. For
example, the local TV news can only afford to devote so many minutes of
broadcast time each day for traffic information. This prevents them from
relaying information on all routes during a traffic segment; forcing them to
often skip routes that are important to an individual user. The personalized
Web data creates a more personal and meaningful experience, while still
allowing users to also view the traditional TV traffic news, which provides a
nice overview of the whole traffic situation and information on the worst
spots in their area. The personalization of this information helps generate the
new lean-natural experience.

7.2 TV News Personalization

Mylnfo personalizes TV news stories through segmentation,
classification, and prioritization. Segmentation cuts the TV news into
individual stories and classification places each story into one of the six
content zones. These processes allow users to manually personalize the TV
news by allowing them to quickly select and skip individual stories, a big
improvement over the traditional TV news viewing experience. Prioritization
takes this a step further by organizing individual stories within a content
zone.

In prioritizing stories, the system balances topics specified in the profile,
time sensitivity, and cues the broadcaster uses to indicate a story’s
importance. Different formulas are used for the different content zones (See
Table 5- 6).

Table 5- 6. Metadata sample

Zone Profile Match Broadcaster Time Time Sensitivity Rule
Importance Sensitivity

Traffic, 40% 50% 10% Time since or until event

Sports,

Financial News,

Weather

Local Events 60% 20% 20% Time until event

Headlines 40 50 10% Length of time since/until

event
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Use of the broadcaster information is very important, particularly for the
headlines zone. Users have no way of predicting every kind of news story
that might be important to them. They may know they are interested in
China, and therefore add this topic to their profile. However, it is hard for
them to predict major events that affect many people, such as earthquakes,
gas leaks, trial outcomes, etc. By allowing the broadcasters’ editorial content
decisions to play a role, users get a much better mix of information.

Mylnfo determines broadcaster importance of a story from three different
characteristics: (i) duration, (ii) location in the newscast, and (iii) teaser
announcing a story will play later in the broadcast. Since broadcast time is
limited, a longer story will be more important. Location in the broadcast and
use of a teaser are subtler. The most important TV news stories generally
appear at the beginning; however, broadcasters place other stories they think
many viewers want to see at the end. Then they use teasers to keep the
viewers from switching channels. At this time, we have designed the
broadcaster importance method but it has yet to be implemented and
evaluated. Currently our prototype only considers the profile in prioritizing
the TV news stories.

7.3 InfoSip: Personalized/Augmented Narrative

InfoSip is an example of a “frequently asked questions” answering
application. It unobtrusively serves actor information related to the scene.
During focus group testing, participants indicated that they wanted
supplementary information for movies and TV shows, but they did not want
it to interrupt viewing. With our system, users interact by selecting a specific
query on the remote control. InfoSip uses predefined categories of
questions/buttons such as “who”, “where”, “what”, “when”, “why”, and
“how much”. For example, users press the “who” button to ask “who’s that
actor?” The system displays a list of all of the actors in the current scene
using annotated data from person identification (see section 3.3) and
supplemental data about each one obtained through Web IE (Figure 5.5).
Web IE allows InfoSip to improve upon supplemental information currently
found on DVDs in three ways: (i) it always extracts the latest information,
(ii) it can personalize information based on a user profile, and (iii) it can
consult information sources other than the original content creator.

Filmography information can be personalized based on the user’s
viewing history. Highlighting movies in which users have seen an actor
increases the chances that they will remember why this person looks
familiar. The design of the menus on the overlays can also be reconfigured
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based on a personal profile. For example, “bio”, “filmography”, and
“rumors” are the three menus available for person interested in gossip, but
“bio”, “filmography”, and “references” are menus available for people more
interested in references this movie is making to other movies.

8. CONCLUSIONS

In this chapter we presented personalization aspects for content
augmentation applications that combine content from multiple media
sources. Our pilot applications MyInfo and InfoSip show promise that the
technology has come of age. Web Information Extraction and the
segmentation, indexing, and retrieval of video at a subprogram level both
offer new tools for TV personalization developers. These technologies can
improve the viewing experience by both better understanding the TV content
and by retrieving related material that is more focused at individual users. In
the future we plan to evaluate our pilot applications with real users, continue
developing video and Web retrieval and extraction algorithms and generate
more content augmentation concepts.
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